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Abstract: The aim of research is the adaptation of code division multiple access
(CDMA) technics for a radio frequency identification systems based on surface acoustic
waves technology. The object of this research is a pseudo-random code of CDMA sys-
tems. The question of increasing the pseudo-random code vocabulary size, while main-
taining good correlation characteristics is under consideration. The criterion for quali-
ty of pseudo-random code is the level of multiple access interference (MAI). This crite-
rion is estimated by the maximum level of aperiodic correlation function between each
pair of code words. The solution of the problem is achieved by signal processing and
does not affect coding issues. A code is generated with necessary vocabulary size and a
minimum level of MAI is achieved by using dual correlation processing. The concept of
dual correlation processing is to seek a correlation function for two weakly dependent
information features of the code. An additional informational sign is the amplitude
spectrum of a code word. The correlation characteristics of the code after processing
are modeled.
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Annomayusn: Llenvio uccredosanus A6Isemca a0anmayus mexHoa02u MHOHCECEeH-
Ho2o docmyna ¢ kodosbim pasdeneruem (CDMA) Onsa cucmemvl paououacmomHou
UOeHMUPUKayuy Ha NOBEPXHOCMHLIX aKycmuieckux 60aHax. O6veKmom ucciedosanus
aensiemca ncesoocayuainviil koo cucmemsvi CDMA. Paccmampusaemcea éonpoc yeenu-
YeHUs CII08APS NCEBOOCIYUALIHO20 KOOA C COXPAHEHUEM NPUEMAEMbIX KOPPETAYUOHHBIX
xapaxmepucmux. Kpumepuem xavecmea nceg0ociyuaiinoz0 Kooa A6NAemcs ypPO8eHb
nomexu MHoxcecmeenno2o docmyna (IIM/]), komopwiil oyenusaemcsi no MaKcuMaib-
HOMY YPOGHIO anepuoOuyeckoll KOppersiyuoOHHOU QYHKYUU MeHcOY KaXCOOoU napoul Ko-
008bIx c108. Pewenue 3a0auu oocmueaemesi 0Opabomoll cueHaia u He 3ampasugaem
80npoCchl KOOUposanus. I'enepupyemcs Koo ¢ mem pasmepom Clo6aps, KOMOpwlil Hy-
JiCeH, a MUHUMATbHLIL yposenb [IM]] oocmueaemcs ¢ nomMowbio 08OUHOU KOppenayu-
oHHoU 0bpabomku. Konyenyusi 080UHOU KOPPETAYUOHHOU 0OpAbOmMKU 3aKI0UAemCs 8
mom, 4modbl UCKAMb KOPPENAYUOHHYIO QYHKYUIO NO 08YM CIA0O0 3A8UCUMBIM UHPOD-
MAYUOHHBIM NPUSHAKAM KOOd. JJONOIHUMENbHBIM UHGOPMAYUOHHBIM NPUSHAKOM A6~
emcsi aMnAUmyOHblil Cnekmp K0008020 c108d. 1Ipomodenuposanvl Koppersiyuonnbvle
Xapaxmepucmuku Kooa nocie 06pabomxu.

Knrwouesvie cnosa: COMA, PUH]], I[I1AB, pacuupenue cro8apsi, Nceg0oCayuatinbili Koo.
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1. Introduction

Code Division Multiple Access (CDMA) systems are based on matched
filtering and channel separation of information traffic using orthogonal or pseu-
do-random codes. The subject of the research is a pseudo-random code. The
code must meet two requirements: to ensure maximum correlation when a sig-
nal passes through the filter of its “own” channel and to provide minimal, but
non-zero emissions of the cross correlation function (CCF) when the signal
passes through the filter of an “alien” channel. In practical applications pseudo-
random binary codes of Gold and Kasami are currently used. The level of CCF
between code words in them corresponds to the Sidelnikov’s bound, defined as

e = 2 )

where N is a number of symbols in code [1].

The level of emissions corresponds to the bound (1) only if we calculate
the periodic CCF. For an aperiodic CCF the emission level asymptotically ap-
proaches to the bound by increasing N. The level of the aperiodic CCF unam-
biguously determinates the level of multiple access interference (MAI), the
main characteristic of a pseudo-random code [2]. A typical view of the response
of matched filter to "own" and "alien” signal is shown in Fig. 1.
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Fig 1. The response of the matched filter to "own" (a) and "alien" (6) code.
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A number of valid code words in the Gold and Kasami code vocabularies
is a sequences of N and N* respectively. There are other applications in which
CDMA technology may be used, but this vocabulary size is insufficient. An
example of such application is a passive radio frequency identification system
(RFID). The focus is on a fully passive RFID system with use of surface acous-
tic wave (SAW) technology [3]. The main feature of such system is an inability
to change the channel code.

2. Statement of the problem

Study the possibility of pseudo-random code vocabulary extending is
made in order to adapt CDMA technology for RFID systems. The RFID system
has a number of important features which defines it from other CDMA systems.
The main difference is that RFID system is not a data transmission system. It
means that it does not transmit a continuous stream of data. As a result, there is
no requirement to process data in real time, and for MAI analysis an aperiodic
CCF will be used and not a periodic one which is applied to data transmission.

The task is to increase vocabulary size of pseudo-random code by no
more than N? times compared to the Gold code. That is, the vocabulary size
should be no more than N*, where N is the number of symbols of a binary code.
At the same time, the correlation characteristics of the code should be close to
the Gold and Kasami codes, that is equal to bound (1). The task can be solved in
one of two ways; either to generate a code with the required correlation charac-
teristics to process the signal so that the level of the MAI had corresponded to a
given bound while making decision. The pseudo-random code with the vocabu-
lary size N® which CCF corresponds to the bound (1) and is currently unknown.
This code can be found with a blind search. The algorithm of that is given in
[4]. However, such kind of search requires completely unreasonable resources
for calculating. Therefore, the signal processing shall be used.

There is a question how to estimate a MAI of pseudo-random code. Typi-
cally, in CDMA systems it is sufficient to estimate MAI basing on maximum
level of a periodic CCF between a pair of code words. To make it clear the ape-
riodic and periodic CCF diagram of Gold code with a length of 63 symbols in
Fig. 2 are stated below.

In figure above is shown that a periodic CCF of the Gold code can gener-
ally take only three possible values and looks the similar for any pair of code
words. The maximum of these values corresponds to the bound (1). There is
another pseudo-random code commonly used in CDMA, it is Kasami code in
regard to the aperiodic CCF, its maximum value is located near the bound, but
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the CCF value between any specified code pair is unpredictable. It is necessary
to analyze the entire code family to obtain reliable information about MAI. Ob-
viously, it is impossible to do this using CCF diagrams because there will be too
many of them. To simplify the analysis, we compose the matrix of CCF peak
values between each code wordand use this matrix for further analysis. The ma-
trix is shown in Fig. 3.
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Fig. 2. Aperiodic (a) and periodic (b) CCF of Gold code
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Fig. 3. Cross correlation matrix of Gold code.
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Values of autocorrelation functions (ACF) are located on the main diago-
nal of matrix. All other elements can be normalized to ACF values.
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In order to estimate the number of code pairs with each level of CCF it is
necessary to construct a histogram of all matrix elements (Fig. 4)
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Fig. 4. The normalized cross correlation histogram of Gold code.

Puc. 4. HopmupoBanHas rucrorpamma MmakcumymMoB BK® koxa [Nonna

The position of the global extremum corresponds to the bound (1) on this
histogram.

The cross-correlation matrix is formed to provide the ability to decisive
device of the receiver to determine whether this channel is “own” or “alien” on
the base of matrix CCF values. If we exclude the ACF column, then the histo-
gram of these maxima will have the physical meaning of multiple access noise
probability density, and can be described by the same parameters that usually
describe the probability density of any other random value.

The Gold code with a length of 63 symbols has only 63 code words in
vocabulary. Another popular pseudo-random code is Large Kasami sequence,
which contains 441 code words for the same length. The CCF histogram of the
Large Kasami sequence is shown in Fig. 5.

The periodic CCF of the Kasami large sequence code words is also strict-
ly optimal along the bound (1).

Multiple access with low MAI and with extended code vocabulary will be
provided by signal processing and not by coding. However, the extended code
needs to be generated, which is quiet sophisticated task. It will be desirable; a
code should still have MALI as low as possible in order to simplify further pro-
cessing.
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Fig. 5. The normalized cross correlation histogram
of Large Kasami sequence.

Puc. 5. HopmupoBanHas rucrorpamMma Mmakcumymo BK®
Bonemoro cemeiictea Kacamu

There are several ways to generate code with a desired vocabulary size.
The codes widely used for channel coding can be applied for solution of this
task. For example, the Hamming code and derivatives of it. Several methods of
obtaining the extended code were observed by experiment. The best correlation
properties had code obtained in the following way:

At first stage, three pseudo-noise sequences (PN-sequences) PN1, PN2,
PN3 of the same length N are formed [2].

Then, modulo-2 sum of each symbol of all three PN-sequences is pro-
duced. The resulting sequence is the first code word.

To performe a cyclic shift of all elements of the sequence PN3 and again,
modulo-2 sum of elements in sequences PN1, PN2, PN3 are produced. The re-
sult is the second code word.

Repeat this operation with all possible cyclic shifts of mother’s sequences
PN2 and PN3.

As aresult, it is a code with vocabulary of N°® code words.

To obtain a code with a vocabulary of N* or N°, it needs to generate 4 or
5 PN-sequences, respectively.

The correlation properties of codes with vocabulary of N3 N* and N°
code words are identical and have a form shown in the histogram on Fig. 6 [5].
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Fig. 6. The normalized cross correlation histogram of extended code.

Puc. 6. HopmupoBarHas rucrorpamma MakcumymoB BK®
PAacCIIUPEHHOT0 KoJa

The CCF matrix hereinafter has been compiled for the first 441 code
words for the extended code in a figure. This does not modify correlation char-
acteristics of code, but it becomes possible to compare the numerical values on
histogram with the Large Kasami sequence.

3. Method of dual correlation processing

The main idea of dual correlation processing method is a searching for
correlation functions of two weakly correlated characteristics of complex signal.
To make a conclusion about signal compliance to the code word from vocabu-
lary by using two correlation functions jointly. If the signal passes through
"own" filter, the maximum of the normalized ACF in any case will be equal to
1. If the signal passes through an “alien” filter, then the level of output MAI
from at least one filter with high probability will not exceed (1). On the other
hand, the decisive device will consider that the “own” signal has received only
when the responses of both matched filters exceed the threshold. The first char-
acteristic, which is used to calculate the correlation function, is the complex
envelope of the encoded signal in the time domain, and the second characteristic
is the discrete cosine transform (DCT) spectrum of this envelope. Instead of
DCT spectrum, the Fourier amplitude spectrum can also be used. An illustration
of the proposed method is shown in Fig. 7.
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Fig. 7. Block diagram of dual correlation processing method.

Puc. 7. CtpyktypHas cxema MeTo/ia IBOMHON KOPPEIALHUOHHON 00paboTKH

The cross correlation histogram of any code after DCT will look like it is
shown in Fig. 8.
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Fig. 8. The normalized cross correlation histogram of extended code after DCT.

Puc. 8. HopmupoBanHas riucrorpamma MmakcumymoB BK®
pacuupenHoro koza rocie JKIT

The CCF between each code pair of the extended code both before and after
the DCT significantly exceeds the bound (1), but there are a few such pairs, and
they are different for cases before and after DCT. In order to make a decision a
minimum of the two correlation values is chosen. This value with a high probabil-
ity will not exceed the typical value for the Gold and Kasami codes.
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4. Modeling of dual correlation processing method and the results

Modeling of the method consists of extended code generation and after-
wards CCF matrix code generation from it. Then, the DCT is produced with
each line of the extended code, and for the resulting elements it also finds the
cross correlation matrix. Finally, each element of two cross correlation matrixes
is compared and we choose the smallest in modulus. The histogram of the re-
sulting cross correlation matrix is shown in Fig. 9.
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Fig. 9. The resulting cross correlation histogram of the extended code
after the dual correlation processing.

Puc. 9. Pesynprupyromas rucrorpamma MakcumyMoB BK® pacmmpennoro xona
nociie 00pabOTKH METOIOM ABOWHOM KOPPEISIIUH

We can compare histograms of Gold, Kasami and extended codes after
processing in Fig. 4, 5 and 9 respectively. These codes have a length of 63 sym-
bols and vocabularies of 63, 441 and 3969 code words. The figures show that
the maximum values of code CCF after processing do not exceed those of the
Kasami code. The average value of the extended code histogram is slightly
higher than that of the Kasami code. However, it is worth noting that the
Kasami code itself also has an average value on the histogram compared to the
Gold code, and this parameter has a linear dependence on the number of words
in vocabulary. Note that if the dual correlation method is applied to Gold and
Kasami codes, it won’t have any significant effect because these codes are ini-
tially close to the optimal correlation characteristics.
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5. Conclusion

Dual correlation processing allows to use pseudo-random code with a
high level of MAI, but actually with the same properties as pseudo-random
codes with the lowest possible level of MAI, in other words those codes that are
widely used in CDMA systems. It allows to extend significantly the vocabulary
of codes suitable for use in CDMA systems. Hence, CDMA technology can be
applied to those tasks for which it has not previously been used, in systems
which the identification code cannot be changed. An example of such system is
a SAW RFID system.

The application of the dual correlation method is an important but not the
only one step taken to solve a problem of adaptation a CDMA technology for
SAW RFID systems. Another important step is the reduction of peak search
area within the correlation function. This is possible due to the fact that RFID
systems operate with no more than tens of meters distances. This step also re-
duces the level of MAI and complete the dual correlation method.
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